SENSITIVITY OF SIMULATED WATER ABSORPTION CHARACTERISTICS TO EMPIRICAL HYDRAULIC DIFFUSIVITY MODELS FOR POROUS BUILDING MATERIALS
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ABSTRACT. The phenomena of water absorption in porous building materials have been conventionally represented using a parabolic partial differential equation with hydraulic diffusivity as the transport parameter. The equation in its linear and non-linear forms has been widely adopted in the modeling of hydraulic diffusivity in terms of water absorption coefficient and other non-linear functions of moisture content based on pertinent experimental data. The objective of this paper is to assess the sensitivity of moisture intrusion characteristics, namely, (i) the moisture content and, (ii) the moisture penetration depth, to different hydraulic diffusivity models. The stated characteristics have been simulated with a duly verified Crank-Nicolson scheme modified to reduce computational cost related to the iterative solution. The scope of the study includes the cases of two distinct materials – fired clay brick and OPC-lime-sand mortar – for which experimentally observed moisture intrusion profiles are available from independently reported studies. The simulated moisture profiles are observed to remain concave upwards initially and become linear at later stages in cases where the governing model is linear. Although this pattern closely conforms to the trigonometrical series solution for the model, it does not match the experimentally observed distribution. It is observed that the non-linear model provides better estimates of moisture intrusion characteristics. The moisture dependent diffusivity value matches the magnitude of constant diffusivity only at a near saturation condition. The study further reveals that, that the non-linear model performs better in the case of fired clay brick than for OPC-lime-sand mortar.
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INTRODUCTION

Moisture plays a critical role in many degradation processes affecting porous building materials. Changes in moisture levels can cause damages, such as decoloration, cracking, chipping and disintegration etc. Moisture can enter into the porous matrix in liquid and/or vapor form. The capillary absorption of liquid water in porous building materials is known to occur at a faster rate than the vapor diffusion process [1]. Water absorption can occur under various exposure conditions, e.g. due to the action of driving rain, runoff from roof and façade, and the capillary rise of groundwater etc. [2]. The need to render building components durable requires making them adequately impervious to water absorption. While the degree of water tightness of a material can be determined directly through standard water absorption and permeation tests, the estimation of the service life of a building component requires the modeling and simulation of water absorption under the given conditions of service [3, 4 and 5].

Capillary absorption of water is known to rely upon the initial state of saturation and temperature conditions [4]. The quantity and penetration depth of absorbed water remains constant for initial saturation levels of up to about 20% RH, thereafter these values increase until the range of 75-80% RH and steadily decrease towards zero due to the self-sealing effect of the hydrated gel at about 90% RH and above [5]. The effect of the temperature, on the other hand, becomes significant only under non-isothermal conditions [6]. Under isothermal conditions, the water absorption coefficient and hydraulic diffusivity remain practically constant in relation to the temperature of water for brick and concrete but exhibit a linear relationship in the case of eastern white pine [7 and 8].

The study of one-dimensional capillary water absorption in porous building materials is carried out using standard methods involving gravimetric measurement. The measured data is used to quantify parameters, such as sorptivity and water absorption coefficient [9 and 10]. These parameters facilitate the relative comparison of the potential durability of one material with respect to the other [11]. These parameters have also been used to model hydraulic diffusivity either as a constant or as a function of moisture content. Typically, constant hydraulic diffusivity values are calculated using the water absorption coefficient (equations 4 and 5) and the moisture dependent hydraulic diffusivity function is stated in terms of sorptivity [12]. The modelling of hydraulic diffusivity as a function of moisture content also requires the estimation of water absorption profiles either by means of non-destructive measurement, such as Nuclear Magnetic Resonance (NMR) [13], Gamma-ray and X-ray attenuation [14], Time Domain Reflectometry [15] etc. or through the implementation of assumed models fitted using gravimetric measurements [16].

The present study aims to evaluate the sensitivity of the simulated moisture intrusion characteristics namely, (i) the moisture content and, (ii) the moisture penetration depth to linear and non-linear governing models using appropriate forms of Crank- Nicolson finite difference scheme. The study considers the cases of two distinct materials –fired clay brick and OPC-lime-sand mortar- for which experimentally observed moisture intrusion profiles have been previously reported [17 and 18]. The developed linear model has been verified using closed form analytical solutions stated in terms of error function and trigonometrical series. Observations reveal that the simulated moisture profiles match closely to the pattern defined by trigonometrical series solution. The profiles obtained with the linear model are initially concave upwards and tend to become linear at later time levels. This pattern does not match the experimental observations. The results affirm the suitability of a non-linear
governing model on the aspects of the shape of simulated moisture distribution, moisture content and penetration depth. The study also reveals that the non-linear model performs better in the case of fired clay brick than for OPC-lime-sand mortar.

MODELING OF WATER ABSORPTION IN UNSATURATED POROUS MATERIALS

Linear Governing Equation

One-dimensional water absorption in porous building materials is described by the partial parabolic differential equation [19 and 20]:

\[ \frac{\partial \theta}{\partial t} = D' \frac{\partial^2 \theta}{\partial x^2} \]  

(1)

where \( \theta \) (m\(^3\)/m\(^3\)) is the volumetric moisture content, \( t \) (s) is time, \( x \) (m) is spatial distance and \( D' \) (m\(^2\)/s) is the hydraulic diffusivity. Equation (1) becomes linear if \( D' = D \) is constant and non-linear when \( D' = D(\theta) \) is considered to be moisture dependent. The solution to equation (1) requires the specification of one initial condition and two boundary conditions.

A closed form solution for initial time levels to the linear form of equation (1) is stated as [19, 20, 21]:

\[ \theta_n(t,x) = \left[ 1 - erf\left( \frac{x}{\sqrt{4Dt}} \right) \right] \]  

(2)

The solution expressed in equation (2) is valid under the following assumptions:

The medium is initially dry i.e. \( \theta(t = 0, 0 < x < \infty) = 0 \)

The boundary points are subjected to a constant moisture level i.e. \( \theta(t \geq 0, x = 0) = 1 \) and \( \theta(t \geq 0, x = \infty) = 0 \).

Another closed form solution to the equation (1) for later time levels is stated as [19]:

\[ \theta_n(t,x) = \theta(t,0) + (\theta(t,L) - \theta(t,0)) \frac{x}{L} + \sum_{n=1}^{\infty} \frac{\theta(t,L)\cos n\pi - \theta(t,0)}{n L} \sin \frac{n\pi x}{L} \exp \left\{ -\frac{Dn^2\pi^2}{L^2} t \right\} \]  

+ \frac{4\theta(0,x)}{\pi} \sum_{m=0}^{\infty} \frac{1}{2m+1} \sin \left( \frac{(2m+1)\pi x}{L} \right) \exp \left\{ -D(2m+1)^2\pi^2 t / L^2 \right\} \]  

(3)

The solution expressed in equation (3) is valid under the following assumptions:

The medium is initially dry i.e. \( \theta(t = 0, 0 < x < L) = 0 \)

The boundary points are subjected to a constant moisture level i.e. \( \theta(t \geq 0, x = 0) = 1 \) and \( \theta(t \geq 0, x = L) = 0 \).

The closed form solutions given by equations (2) and (3) has been subsequently used in this work to verify the finite difference scheme constituted to simulate the moisture distribution.
and moisture content. Constant values for $D$ ($m^2/s$) have been determined using equations (4) and (5) based on the water absorption coefficient [22].

$$D \approx \left( \frac{A}{\theta_s} \right)^2$$  \hspace{1cm} (4)

$$D = \pi/4 \left( \frac{A}{\theta_s} \right)^2$$  \hspace{1cm} (5)

where $\theta_s$ ($m^3/m^3$) is the saturation moisture content and $A$ [$kg/(m^2 \sqrt{s})$] is the water absorption coefficient given by [11 and 23]:

$$A = m_w(t) / a \sqrt{t}$$  \hspace{1cm} (6)

where, $m_w(t)$ (kg) is the cumulative water uptake at time $t$, $a$ ($m^2$) is the surface area exposed to water and $t$ (s) is the time.

**Normalized Governing Equation**

The normalization of variables in equation (1) becomes necessary to minimize computational errors and thus the following normalized variables were adopted [24]:

**Normalized water content**, $\theta_n = (\theta - \theta_{\min}) / (\theta_{\max} - \theta_{\min})$  \hspace{1cm} (7a)

**Normalized space variable**, $x_n = x/L$  \hspace{1cm} (7b)

**Normalized time variable** for $D' = D$, $t_n = (D/L^2) t$  \hspace{1cm} (7c)

where, $\theta_{\min}$ ($m^3/m^3$) is the minimum moisture content and is equal to zero for an initially dry state, $\theta_{\max}$ ($m^3/m^3$) is the moisture content at the saturated state and $L$ ($m$) is the length of specimen Using (7a-7c), equation (1) can be restated as:

$$\frac{\partial \theta_n}{\partial t_n} = \frac{\partial^2 \theta_n}{\partial x_n^2}$$  \hspace{1cm} (8)

If the governing model is taken to be non-linear with:

$$D' = D(\theta) = D_0 \exp(n\theta)$$  \hspace{1cm} (9)

where $D_0$ is the diffusivity at dry state and $n$ is the shape parameter, which range is 6-8 for different building materials [2], then, the normalized time variable, $t_n = (D_0/L^2) t$. The normalized governing equation for this case can be stated as:

$$\frac{\partial \theta_n}{\partial t_n} = \frac{\partial}{\partial x_n} \left( \exp(n\theta_{\max} \theta_n) \right) \frac{\partial \theta_n}{\partial x_n}$$  \hspace{1cm} (10)
Finite Difference Formulation

Applying the Crank-Nicolson scheme to equation (8):

\[
\frac{\theta_n^{j+1} - \theta_n^{j}}{k} = \frac{1}{2} \left( \frac{\theta_n^{i+1,j+1} - 2\theta_n^{i,j+1} + \theta_n^{i-1,j+1}}{h^2} + \frac{\theta_n^{i+1,j} - 2\theta_n^{i,j} + \theta_n^{i-1,j}}{h^2} \right)
\]

where the superscripts \( i \) and \( j \) denote the node and time step numbers respectively, \( h \) is the element length and \( k \) is the time step size respectively. Separating the \( j \)th and \((j+1)\)th terms to the right and left sides of the equation:

\[
\frac{-r}{2} \theta_n^{i+1,j+1} + (1+r) \theta_n^{i,j+1} - \frac{r}{2} \theta_n^{i-1,j+1} = \frac{r}{2} \theta_n^{i+1,j} + (1-r) \theta_n^{i,j} + \frac{r}{2} \theta_n^{i-1,j} \tag{11}
\]

Here, \( r = k/h^2 \)

Applying a modified Crank-Nicolson scheme [25] to equation (10):

\[
\frac{\theta_n^{i,j+1} - \theta_n^{i,j}}{k} = \left[ (D_n) \frac{\partial \theta_n}{\partial x_n} \bigg|_{i+1,j} - (D_n) \frac{\partial \theta_n}{\partial x_n} \bigg|_{i,j} + (D_n) \frac{\partial \theta_n}{\partial x_n} \bigg|_{i+1,j+1} - (D_n) \frac{\partial \theta_n}{\partial x_n} \bigg|_{i,j+1} \right] \frac{1}{2h}
\]

where, \( D_n = \exp(n \theta_{max} \theta_n) \) and other notations have usual meanings. Separating the terms pertaining to \( j \)th and \((j+1)\)th time steps to the right and left sides of the equation:

\[
-(0.5r(D_n)_{i+1/2})\theta_n^{i-1,j+1} + (1+0.5r((D_n)_{i+1/2} + (D_n)_{i-1/2}))\theta_n^{i,j+1} - (0.5r(D_n)_{i+1/2})\theta_n^{i+1,j+1} = (0.5r(D_n)_{i-1/2})\theta_n^{i-1,j} + (1-0.5r((D_n)_{i+1/2} + (D_n)_{i-1/2}))\theta_n^{i,j} + (0.5r(D_n)_{i+1/2})\theta_n^{i+1,j} \tag{12}
\]

Here, \( r = k/h^2; \ (D_n)_{i+1/2} = 0.5((D_n)_i + (D_n)_{i+1}) \) and \( (D_n)_{i-1/2} = 0.5((D_n)_{i+1/2} + (D_n)_i) \)

Equations (11) and (12) provide the moisture distribution at \((j+1)\)th time level using the \( j \)th time level values. Specifically in the case of equation (12), the \((D_n)_{i \pm 1/2}\) values corresponding to the \((j+1)\)th time level are substituted with the corresponding values for the \( j \)th time level. This procedure is used to avoid the necessity of having sub iterations. The approach has been referred to as the modified Crank-Nicolson method in literature and is known to produce reliable results [25]. The solution procedure produces a set of linear simultaneous equations of tridiagonal form which can be effectively handled using the Thomas algorithm. A C++ program was created to implement the numerical scheme with the following initial and boundary conditions to simulate the water absorption phenomena:

- \( \theta_n = 0 \), for \( 0 \leq x_n \leq 1 \) at \( t_n = 0 \)
- \( \theta_n = 1 \), at \( x_n = 0 \), and \( t_n > 0 \)
- \( \theta_n = 0 \), at \( x_n = 1 \), and \( t_n > 0 \)
The scope of this study is to evaluate the sensitivity of the simulated moisture intrusion characteristics namely, (i) the moisture content and, (ii) the moisture penetration depth to linear and non-linear governing models using appropriate forms of Crank- Nicolson finite difference scheme for fired clay brick and OPC-lime-sand mortar. Experimental data of moisture distribution profiles for the considered materials were extracted from previously reported studies [17 and 18]. In both, the cases moisture distribution profiles were measured using Nuclear Magnetic Resonance (NMR) and consequently the moisture dependent hydraulic diffusivity was modeled through inverse analysis using Boltzmann’s transformation. Relevant details of experimentation and material properties have been summarized in Table 1.

Table 1 Data on water absorption test

<table>
<thead>
<tr>
<th>MATERIAL</th>
<th>FIRED CLAY BRICK</th>
<th>OPC-LIME-SAND MORTAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moisture profiles</td>
<td>4, 9, 15, 27, 34 and 47 minutes</td>
<td>38, 57, 97, 208 and 271 minutes</td>
</tr>
<tr>
<td>( \theta_s ) ( (m^3/m^3) )</td>
<td>0.265</td>
<td>0.27</td>
</tr>
<tr>
<td>L (m)</td>
<td>0.1</td>
<td>0.235</td>
</tr>
<tr>
<td>Temperature (°C)</td>
<td>20</td>
<td>19.85 (293 ± 0.5 K)</td>
</tr>
<tr>
<td>( A ) ( [kg/(m^2 \sqrt{s})] )</td>
<td>0.40</td>
<td>0.27</td>
</tr>
<tr>
<td>( D ) ( (m^2/s) ) (eq 4)</td>
<td>( 2.15 \times 10^{-06} )</td>
<td>( 9.99 \times 10^{-07} )</td>
</tr>
<tr>
<td>( D ) ( (m^2/s) ) (eq 5)</td>
<td>( 1.69 \times 10^{-06} )</td>
<td>( 7.84 \times 10^{-07} )</td>
</tr>
<tr>
<td>( D_0 ) ( (m^2/s) )</td>
<td>( 4.2 \times 10^{-09} )</td>
<td>( 8.2 \times 10^{-09} )</td>
</tr>
<tr>
<td>( N )</td>
<td>7.56</td>
<td>6.55</td>
</tr>
</tbody>
</table>

The reliability of the developed numerical scheme has been verified by comparing the results obtained from equation (11) with those determined with the closed form solution in equations (2) and (3) at each time level. The comparison has been carried out in terms of moisture content calculated as the area under the individual curves using trapezoidal rule. The plot of absolute percentage difference of moisture content derived from equations (2) and (3) with respect to the simulated results corresponding to the cases of constant hydraulic diffusivity given by equations (4) and (5) have been illustrated in Figures 1 and 2 for fired clay brick and OPC-lime-sand mortar respectively.

It is clearly evident that the simulations exhibit a close match to the trigonometrical series of equation (3). On the other hand, the differences with respect to the error function solution of equation (2) are conspicuously larger than the previous case and tend to increase with increasing time. The results obtained with hydraulic diffusivity determined as per equation (5) are better than those obtained with equation (4) in case of the error function solution. This effect is however negligible in case of trigonometrical series solution.
Figures 3 and 4 illustrate the moisture distribution profiles corresponding to individual time levels for the cases of fired clay brick and OPC-lime-sand mortar respectively obtained with hydraulic diffusivity as per equation (5). The plots exhibit the close conformity of simulated results to those obtained with trigonometrical series solution. The moisture profiles are initially concave upwards and tend to become linear at later time levels. However, this pattern does not match the experimentally observed profiles as shown in Figures 5 and 6. Hence, the study has been extended to the case of non-linear models as described in the following paragraphs.

Fired Clay Brick

OPC-Lime-Sand Mortar

![Figures 3 and 4 Trigonometrical series solution vs FDM results for linear diffusion model for fired clay brick at 4, 9, 15, 25, 34 and 47 minutes and OPC-lime-sand mortar at 38, 57, 97, 208 and 271 minutes.](image)

The moisture profiles furnished in Figures 5 and 6 have been simulated with the exponential diffusivity function given in equation (9) using the modified Crank-Nicolson scheme stated in equation (12). The simulated moisture distribution plots exhibit a close match on the aspects of the shape, moisture content and penetration depth, hence, validating the suitability of the non-linear governing model. The estimates of absolute percentage difference in moisture content and penetration depth have been calculated with respect to the experimental data and are given in Table 2. It is evident that, the non-linear governing model has performed better in the case of fired clay brick than for the OPC-lime-sand mortar. These observations affirm
the anomalous water absorption trait of the mortar specimen which is known to manifest due
to the swelling of the gel phase and consequent redistribution of capillary and gel pore
spaces. The observation also connotes to the inadequacy of the Boltzmann’s transformation
approach to the modeling of hydraulic diffusivity. The average of absolute differences was
therefore a bit on the higher side at 18.92% in this case.

Figures 5 and 6 Simulated vs observed moisture profiles for fired clay brick at 4, 9, 15, 25, 34
and 47 minutes and OPC-lime-sand mortar at 38, 57, 97, 208 and 271 minutes.

Table 2 Error in simulated data with respect to experimental observations for fired clay brick
and OPC-lime-sand-mortar

<table>
<thead>
<tr>
<th>CONTENTS</th>
<th>FIRED CLAY BRICK</th>
<th>OPC-LIME-SAND-MORTAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Absolute Percentage Error of Moisture Content</td>
<td>3.65 %</td>
<td>18.92 %</td>
</tr>
<tr>
<td>Average Absolute Percentage Error of Penetration Depth</td>
<td>6.76 %</td>
<td>9.60 %</td>
</tr>
</tbody>
</table>

Figures 7 and 8 Hydraulic diffusivity vs normalized moisture content
Figures 7 and 8 highlight the variation of hydraulic diffusivity as a function of normalized moisture content. It can be discerned from the plot that constant hydraulic diffusivity values corresponding to equations (4) and (5) equal the magnitude of moisture dependent hydraulic diffusivity given by equation (9) at saturation levels of about 80% and 70% for fired clay brick and OPC-lime-sand mortar respectively. This would in turn lead to an over estimation at lower and under estimation at higher saturation levels when using a linear model for the simulation of moisture intrusion characteristics.

CONCLUSIONS

This study reaffirms the suitability of the non-linear governing model for the simulation of water absorption in porous building materials. Nevertheless, the linear models provide a convenient means to verify a numerical scheme due to the availability of closed form solutions. The observations made in this study are summarized as under:

1. The trigonometrical series solution provides a closer match to the moisture profiles simulated with the Crank-Nicolson’s finite difference model for linear diffusion equation.

2. The simulated moisture profiles are observed to remain concave upwards initially and become linear at later stages for the linear governing model. Although this pattern closely conforms to the trigonometrical series solution, it does not match the experimentally observed distribution.

3. The exponential hydraulic diffusivity function gives a better simulation of experimental observations in terms of the shape of the moisture distribution and its associated characteristics i.e. moisture content and penetration depth.

4. The magnitude of constant diffusivity models matches the non-linear hydraulic diffusivity values at about 80% and 70% saturation levels for fired clay brick and OPC-lime-sand mortar respectively. This would lead to the over estimation of moisture intrusion at lower and under estimation at higher saturation levels when using a linear model.

5. The study also reveals that, that the non-linear model performs better in the case of fired clay brick than for the OPC-lime-sand mortar. The reason may be attributed to the self-sealing effect typical of cementitious systems.
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